
AP Statistics       Name        
Unit 02 – Bivariate Data     Period   
Day 03 Notes: Residuals and Influential Points 
 
Residual: 
 
 
 
 
 
 
 Residual= observed y – predicted y 
 Residual= y - 𝑦 
 
Example:   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
LSRL by hand: 
 
 
𝒙 =     sx =  
 
𝒚 =     sy =  
 
r = -0.6403 
 
b =  
 
 
 
a =  
 
 
 
R2 =  
(in context) 



To calculate a residual: 
 
• Put in data in L1 and L2 
 
• Get a line of regression (8. LinReg a+bx) 
 
• Once you have the regression formula, put in a data point for x 
 
• That will give you the predicted 𝑦 
 
• Subtract your predicted y from the observed y 
 
To calculate all residuals and put them in a list (to graph, if you’d like): 
 
• Put in data in L1 and L2 
 
• Get a line of regression (8. LinReg a+bx) – this make your calculator automatically calculate 

residuals and places them in the RESID list! 
 
• Go back to your lists and highlight L3 
 
• Click 2nd LIST and choose 7: RESID, then click enter 
 
• Your residuals now appear in L3 
 
There is a residual for each data point.  The mean of the least-squares residuals is always ZERO.  
When you do it in a calculator you might not get exactly zero because of their rounding.  This is 
called a “roundoff” error.” 
 
Residual Plot: 
 
 
 
 
 
What to look for while examining residuals: 
The uniform scatter of points indicates that the regression line fits the data well, so the line is a good 
model. 
 

  
 



DON’T WANT 
 
1.  The residuals have a curved pattern, so the straight line is an inappropriate model. 

 
 
 
 
2.  The response variable( y-variable) has more spread for the larger values of the explanatory 
variable (x-variable) so prediction will be less accurate when x is large. 

 
 
 
 
3.  Individual points with large residuals like outliers in the vertical (y) direction because they lie far 
from the line that describes the overall pattern 
 
 
 
4.  Individual points that are extreme in the x direction with smaller residuals, but they can be very 
important.   
 
 
 
 
 
 
 
 
 
 
 
 



Outlier: 
 
 
 
 
High leverage: 
 
 
 
 
Influential observations: 
 
 
 
 
• Influential points often have small residuals because they pull the regression line towards 

themselves 
 

• Influential observations can greatly can greatly change the interpretation of the data 
 
 
 
Solid line is calculated from all the data.  The dashed line is calculated leaving out Child 18.  Child 18 
is an influential observation because leaving out this point moves the regression line quite a bit.  
 


